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The absorption and fluorescence excitation spectra of 9-(N-carbazolyl)-anthracene (C9A) in vibronically excited
S1 states are measured and calculated by means of a simple model. Accordingly, C9A is excited from torsional
states|0j〉 of the electronic ground-state S0 to diabatic torsional states|1l〉 of the bright electronically excited
state S1, which are coupled to states|2l〉 of the dark electronically excited-state S2. In addition, all torsional
states are coupled to the other vibrations of C9A. The model parameters are adapted from our previous papers
yielding good agreement of the experimental and theoretical fluorescence emission spectrum and fluorescence
lifetimes of C9A. The present additional agreement for the experimental and theoretical absorption and
fluorescence excitation spectra confirms the simple model, which implies rather weak couplings of the torsional
bright state S1 but strong coupling of the dark state S2 to the other vibrations of C9A, respectively. This
points to different electronic structures of these excited states. This conjecture is confirmed by quantum chemical
calculations based on density functional theory (DFT) that reveal the covalent structure of S1, in contrast
with the TICT (twisted intramolecular charge transfer) behavior of S2.

I. Introduction

Electron transfer (ET) is one of the most important photo-
chemical primary processes, not only because it is at the basis
of earth’s life through photosynthesis but also because theories
have been developed that are able to quantify its energetics and
its kinetics. A breakthrough in this respect was the Marcus
theory,1,2 which has engendered an enormous number of
scientific publications, mainly on so-called weakly coupled
electron-transfer systems.3 In parallel, a different branch of
electron transfer has been developed experimentally, that of the
so-called “twisted intramolecular charge transfer” (TICT) states,
which often involve two strongly coupled near-planarπ-systems
linked by a flexible single bond (for reviews, see refs 4-7).
The interesting and astonishing fact about TICT states is their
“minimum overlap” behavior connected with a twisted geom-
etry, resulting in a weak coupling between theπ-subunits.
Photoinduced electron transfer occurs somewhere along the
reaction path leading from the primarily excited strongly coupled
excited state to the weakly coupled TICT state. Therefore, in
general, TICT-type electron transfer reactions cannot be con-

sidered to be situated in the Marcus weak-coupling limit.
Nevertheless, considerable advances have been made recently
by the application of the Marcus theory8 to the emission spectra
of TICT-type large biaryls.9-14

9,9′-Bianthryl (BA) is the prototype TICT-type large biaryl
and has been studied extensively since the discovery of its dual
fluorescence in polar solvents.15 The normal fluorescence band
corresponds to the anthracene-type state, delocalized over the
two halves (DE) delocalized excited state); it is also often
called the locally excited (LE) state. The second fluorescence
band is identified as charge-transfer band from its solvatochro-
mic red shift15-17 and corresponds to a solvent-polarity-induced
charge separation creating a symmetry-broken pair of anthracene
cation-anion radicals. This has been demonstrated by transient
absorption measurements.18 Carbazole is isoelectronic with
anthracene, and therefore anthrylcarbazoles can be compared
directly to the corresponding bianthryls. As carbazole is a better
electron donor than is anthracene, the carbazole derivative
corresponding to 9,9′-bianthryl, 9-(N-carbazolyl)anthracene
(C9A) exhibits an increased tendency for charge transfer (CT)
formation, which should lead to a decreased weight of the
“delocalized” excited state (DE) in the excited-state equilibrium
between DE and CT.16,18We shall adapt the notation “DE” for
the emissive excited state of C9A cooled in the jet, by analogy
with BA which serves as a reference, irrespective of a much
smaller “delocalization” in C9A, in comparison with BA, see
section IV below. The model system C9A is illustrated in Figure
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1. Both BA and C9A show ultrafast formation of the CT state
in solution in the picosecond range.19-23 Gas-phase supersonic
jet studies are also available for C9A,24 which have revealed a
tremendous amount of detailed information and have uncovered
an outstanding example of a photoreaction with resonance
behavior, i.e., the reaction occurs just in the vicinity of a certain
excitation energy. A further rise of the excitation energy leads
to a slowing-down of the reaction. This is contrary to the usual
Arrhenius-type barrier behavior in which increasing thermal
energy always leads to an acceleration of the reaction. There
are strong arguments suggesting that this reaction corresponds
to the charge-transfer reaction seen in solution. Both BA, its
cyano derivative BACN and C9A have been studied under jet
conditions,24,25 and the gas phase twist potentials of S0 and
S1(DE) can be determined accurately from fluorescence excita-
tion and dispersed fluorescence spectra as a function of excess
energy, even if the 0-0 band is not observable. Accordingly,
the minima of the ground state double-minimum potential of
C9A are shifted with respect to the excited state minima and
are situated below a steeply rising potential region of S1 (DE),24

see Figure 2, adapted from ref 26. Therefore, many levels of
the S1 torsional vibration can be excited optically. This leads
to a very rich fluorescence excitation spectrum, consisting of a
multitude of lines spaced by approximately 37 cm-1 with an
unobservable 0-0 transition. From the detailed knowledge of
S0 and S1 potentials, the Franck-Condon factors (intensity
distribution) can be calculated accurately and compared to the
experiment. Most remarkably, the envelope of the spectrum
presents a pronounced minimum of the intensity, which is not
explainable from the potential shape. It is, however, understand-
able if a process competing with fluorescence leads to fluores-
cence quenching at this excess energy (ca. 470 cm-1). This
assumption could be verified by measuring separately the
fluorescence lifetimes, which also show a pronounced shortening
at this excess energy, corresponding to a photoprocess that is
fastest at this excess energy but slows down if the energy is
larger or smaller (the resonance behavior introduced above).

Interestingly, this shortening (ns range) is 3 orders of
magnitude slower in the gas phase than in solution (ps formation
of the CT state). The photoprocess has been interpreted as
crossing of the emissive state S1(DE) with a nonemissive “dark”
state SX, with probable charge transfer nature possessing a
potential minimum at considerably different twist angles. The
present contribution brings additional arguments for this as-
signment. In particular, we shall demonstrate and anticipate the
adequate notation that the formally unknown state SX is indeed
the second excited electronic state S2 at 70°. This terminology

is adapted from the diabatic potentials, independent of the
torsional angle. A third independent confirmation of this
resonance-type photoprocess can be gained by measuring the
absorption spectrum for jet conditions with the cavity-ring-down
method, which is described in the present contribution. At this
point, theoretical modeling can be very helpful to unravel
additional details of the ongoing photoprocess. The twist
dynamics of C9A has been modeled on the femtosecond/
picosecond time scale based on the time-dependent density
matrix formalism, and the spectra have been calculated there-
from and compared to experiment.26-29 These studies show that
the assumption of a dark state S2 with a potential minimum at
θ ) 90°, as shown in Figure 2, is a reasonable approach that
satisfactorily reproduces the observed fluorescence lifetimes.
Moreover, these model calculations even allow to estimate the
relative energy of the minima of S1 and S2. If the excess
excitation energy is too small to reach the crossing of the two
states S1(DE) with S2(CT) at the critical energy Ec, the wave
packet generated oscillates rather undisturbed i.e., coherently
around the minima of S1(DE), with a characteristic torsional
period of about 1 ps. For excitation energies that reach the
crossing exactly, efficient transfer of the population to S2 occurs,
which is, however, transferred back from S2 to S1 nearly
completely after half an oscillation period. Some of this
population can, however, remain trapped in S2 and accumulate
there if dissipative processes such as intramolecular vibrational
redistribution (IVR) from the torsional to the vibrational modes
are faster in this state than in S1. More efficient IVR in S2 than
in S1 points to stronger coupling of the torsional and background
vibrations in S2 than in S1, and this could be a consequence of
the CT nature of the S2 state, in comparison with the non-CT
nature of S1(DE). As a result, rapid IVR in S2 induces energy
relaxation down to the lower levels of the torsional motion
within S2, which are coupled to accepting modes playing the
role of a thermal heat bath introducing irreversibility. The
shortening of the fluorescence decay time in the nanosecond
range in this model corresponds to the irreversible trapping of
the population in S2 by IVR. These calculations reveal a nearly
coherent torsional motion of C9A(S1) on the time scale of ca.
1 ps to 100 ps and longer,27,29 which is quite surprising for a
large organic molecule such as C9A(S1), implying that IVR for
this torsional mode is on a very slow (nanosecond) time scale.
This is presumably a consequence of the rather weak coupling
of the torsional motion to the other vibrations. This detailed
picture of ET, which is possible due to the high resolution of
the jet experiment and the combination with wave packet
calculations, thus shows that (i) the CT state is confined to more
strongly twisted geometries than the DE state and (ii) the actual
electron-transfer step occurs in the gas phase at a specific
geometry and can be treated as a nonadiabatic surface crossing
process in this case.

The present contribution adds new experimental results
(absorption under jet conditions) and combines them with high-
level quantum-chemical calculations within a density functional
theory (DFT) and multireference configuration interaction
(MRCI) approach for excited states30 and with a theoretical
modeling of the observed absorption and emission spectra thus
yielding new information on the SX ) S2 potential, its electronic
nature, and the nonadiabatic transition.

II. Experimental Determination of the Absorption
Spectrum in the Jet

A. Cavity Ring-Down Spectroscopy.In the past it was very
difficult to determine absorption coefficients with sufficient

Figure 1. 9-(N-Carbazolyl)-anthracene C9A. Torsion around the central
CN bond is indicated by the arrow. The torsional angleθ ) 90
corresponds to the perpendicular configuration of the carbazolyl and
anthracene moieties.
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accuracy in a free molecular beam due to its extremely weak
density. Complex experimental methods such as laser intracavity
spectroscopy for example were necessary to get the desired
information.

A new sensitive method was developed31 which allows the
measurement of absorption coefficients in very dilute gaseous
media using a relatively simple setup: the cavity ring-down
spectroscopy. The sensitivity is high enough to allow the
determination of absorption coefficients even in molecular
beams.32 The emerging field of cavity ring-down spectroscopy
has recently been reviewed in ref 33. For further reading see
also refs 34 and 35.

In the following, the principle of cavity ring-down spectros-
copy will be discussed briefly for the general reader. The central

element of the setup is an optical cavity with highly reflective
mirrors (typicalR ) 0.997 or better) on both sides. A laser
pulse enters this cavity from one direction. Due to the high
reflectivity R, only a small fraction (1- R) of the laser pulse
is coupled into the cavity.

After passing the cavity in one direction, an even smaller
part (1- R)2 of the laser beam is coupled out through the second
mirror. The fraction (1- R) - (1 - R)2 remains inside the
cavity. After the next roundtrip, which is complete after the
time T, the quantity ((1- R) - (1 - R)2)‚(1 - R)2) is coupled
out. After many roundtrips, a series of pulses with approximately
exponentially decreasing intensity is obtained (Figure 3). The
light that is coupled out of the cavity is detected by a fast and

Figure 2. Diabatic potential energy curves V0, V1, and V2 of C9A versus torsional angleθ, together with the diabatic levels Ej
0, Ej

1, and Ej
2 for the

delocalized states|0j(〉, |1j(〉 and the localized ones|2j〉, respectively. Also shown are the delocalized torsional wave functions for the lowest
near-degenerate pair of levels, E0,+

0 and E1,-
0 with + and- parity, respectively. The right panel shows a blow-up of the left panel in the region of

the crossing of the V1 and V2 (adapted from ref 26).

Figure 3. Schematic representation of a cavity ring-down experiment (see text).
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sensitive detector. The series of pulses results in a decreasing
intensity curve that can be fitted exponentially (compare Figure
3).

The exponential decay constant depends on the reflectivity
of the mirrors. A higher reflectivity leads to a longer decay.
An absorbing species in the cavity can be viewed as a higher
loss or a smaller reflectivityR, which results in a faster decay
(larger decay constantγ in Figure 3). By tuning the excitation
source across a wavelength interval and recording the decay
constants it is thus possible to record an absorption spectrum.

Our experimental setup is shown in Figure 4. The setup used
here has several advantages: The main advantage is that
fluorescence excitation and absorption spectra can be recorded
simultanously. Hence, it is possible to detect directly the losses
in the fluorescence quantum yield (i.e., “dark” photoreactions)
by comparing the two spectra.

An experimental advantage of our setup is that the adjustment
of the cavity with respect to the laser and the simultaneous
adjustment of the fluorescence detection area are simplified by
using optical fibers. A single adjustment of the optical system
within the vacuum chamber is usually sufficient. At later times,
it is necessary to adjust the laser only with respect to the fiber
coupler. All sensitive components remain fixed. The laser system
and the experimental details of the setup are described in more
detail in ref 36.

B. Results.Figure 5 shows the recorded cavity ring-down
(CRD) spectrum in the vicinity of the resonant photoreaction
of C9A, i.e., near the depression in the Franck-Condon profile
of the fluorescence excitation spectrum.37 The CRD spectrum
is compared with the simultanously recorded fluorescence
excitation spectrum. The difference of the intensity pattern of
the main progression (lines: 26296, 26331, 26366, 26401, and
26436 cm-1) in both spectra is obvious. There is a relative
decrease of the intensity for the lines at 26331 and 26366 cm-1

in both the fluorescence excitation and the absorption spectrum,
but this decrease is significantly stronger in the excitation
spectrum than in the absorption spectrum. This is an indication
for internal conversion (IC) from the “bright” excited state (S1)

to the “dark” resonant state (S2), at that excitation energy.
Further details of the experimental spectra are discussed in ref
36.

The labeled bands in the recorded spectra in Figure 5 are
fitted with the same line profile. The derived relative intensity
values for the cavity ring-down spectrum are given in Table 1.

III. Quantum Dynamics and Spectroscopy

In the following, the theoretical approach to the dissipative
dynamics and the spectroscopy of the C9A molecule are
outlined. Because details of the quantum dynamical model and
details of how to evaluate IVR rates and fluorescence lifetimes
have been published elsewhere,26,29 the corresponding parts of
this theory section will be kept in brief.

A. Model Hamiltonian. In the following, the entire (but still
isolated) C9A molecule will be described by the Hamiltonian

Here,Ĥtor is thetorsionalHamiltonian accounting for the torsion
of the two moieties of C9A around the central C-N bond.Ĥvib

models those vibrational degrees of freedom of the molecule
which are not included inĤtor. We idealize them as a set of
harmonic oscillators (see below). Finally,Ĥtor-vib gives the
coupling between the twist and these bath modes.

Considering threediabaticelectronic states S0 (ground state),
S1 (bright excited state), andS2 (dark excited state), we have
for the torsional Hamiltonian

where h.c. denotes the hermitian conjugate and where it is
assumed that the S0 state is dipole coupled only to S1, whereas
S1 is dipole coupled to S0 and adiabatically coupled to S2 (see
below). Note that the dark state S2 has been labeled as state
‘X’ in ref 26, thus indicating its unknown electronic nature.
Here we anticipate the present new results of the quantum

Figure 4. The experimental setup for cavity ring-down and fluorescence excitation spectroscopy. A personal computer controls a pulsed excimer
pumped dye-laser system and the pulsed molecular beam. The laser light is coupled through an optical multimode fiber into the cavity ring-down
resonator. The cavity ring-down signal is detected through a multimode fiber on a microchannel plate and processed on a storage oscilloscope. The
obtained decay curve is transferred to the personal computer. A nonlinear fit delivers the relative absorption. The total fluorescence is detected
perpendicular to the cavity ring-down resonator. The light passes through a multimode fiber to a photomultiplier. The photomultiplier signal is
processed by a boxcar integrator and delivered to the personal computer as relative fluorescence excitation. By scanning the dye laser, an absorption
and an excitation spectrum could be recorded simultaneously.

Ĥ ) Ĥtor + Ĥvib + Ĥtor-vib (1)

Ĥtor ) Ĥtor
00|0〉〈0| + Ĥtor

11|1〉〈1| + Ĥtor
22|2〉〈2| + (Ĥtor

01|0〉〈1| +

h.c.)+ (Ĥtor
12|1〉〈2| + hc) (2)
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chemical calculations, to be presented below in section IV: they
reveal that state ‘X’ is the second excited electronic singlet state,
S2.

For the diagonal terms in eq 2 we write

Here,φ ) θ - π/2∈ [-π/2, π/2] is the torsional angle in the
one-dimensional model, whereφ ) 0 (θ )π/2) corresponds to
a molecular conformation in which the carbazolyl and an-
thracene moieties of C9A are oriented perpendicular to each
other.I is the corresponding moment of inertia taken from ref
27, which we assume to be identical in all electronic states.
Further,Ve(φ) is the diabatic potential curve corresponding to
electronic state|e〉, for which

by symmetry.
For the ground and bright excited states, double minimum

potentials of the form

are used, with parameters taken from ref 24. For the dark state
potential we take

with potential parametersV0, V2, andV4 adapted from ref 26.
V0 andV1 exhibit minima at(φmin

0 ) 12.5° and(φmin
1 ) 26°,

respectively, whereasV2 corresponds to a perpendicular equi-
librium structure (φ ) 0). These empirical potentialsV0, V1,
andV2 are shown in Figure 2.

The diabatic torsional eigenstates|ek〉 of the individual state
HamiltoniansĤtor

ee,

have been calculated previously.24,26,27 Due to the symmetry
restriction imposed by eq 4, the torsional states can be classified
according to their parity (+ or -, respectively). Further, the
lower states corresponding to the double-minimum potentials
V0 and V1 form near-degenerate doublets, whereas the quasi-
harmonicV2 potential is characterized by almost equally spaced
individual levels.

The radiatiVe coupling between the ground-state S0 and the
bright excited-state S1 is expressed in classical dipole ap-
proximation as

Here,µ̂01 is the transition dipole moment, which is assumed to
be constant under the Condon approximation for the diabatic
states, andε(t) is the (appropriate component of) the external
radiation field.

Figure 5. The recorded cavity ring-down spectrum in the upper half is compared with the simultanously recorded fluorescence excitation spectrum
in the lower half. The recorded signals are shown as dots. The fitted line shapes are shown as continuous line. Relative intensity values are shown.
The lines of the main progression are labeled with torsional numbers as well as excitation energies. The lines of a combination progression with
lower overall intensity are labeled just by their excitation energy.

TABLE 1: Relative Absorption Intensity Obtained by
Cavity Ring-Down Spectroscopy of the C9A Torsional
Spectruma

torsional
state

excitation
energy [cm-1]

rel. absorption
intensity rel. error [%]

22+,23- 26296 0.8777 4.7
24+,25- 26331 0.8187 5.1
26+,27- 26366 0.7191 5.8
28+,29- 26401 0.7767 5.3
30+,31- 26436 0.7719 5.4

a The values are given for selected lines of the main progression as
indicated in Figure 5. The given errors result from a confidence interval
of 90%.

Ĥtor
ee ) - p2

2I
∂

2

∂φ
2

+ Ve(φ) e ) 0, 1, 2 (3)

Ve(φ) ) Ve(-φ) (4)

Ve(φ) ) -
1

2
∑

k

N

U2k
e (1 - cos 2kφ) e ) 0, 1 (5)

V2(φ) ) V0 + 1
2
V2φ

2 + 1
24

V4φ
4 (6)

Ĥtor
ee|ek〉 ) Ek

e|ek〉 (7)

Ĥtor
01 ) Ĥtor

10 ) -µ̂01‚ε(t) (8)
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Furthermore, thenonradiatiVe coupling between the bright
(S1) and dark (S2) excited states, describing the adiabatic
coupling between them, is assumed to be appropriately repre-
sented by two Gaussians centered around the crossing points
(φc, ) 13.1° of both potentials:

where the parameters C) 11.0 cm-1 anda ) 4.0° are taken
from ref 26.

The vibrational HamiltonianĤvib occurring in eq 1 provides
an intramolecular thermal bath for the torsional motion. It is
assumed to be diagonal in the electronic states|e〉, and it is
idealized as a set of uncoupled oscillators in each state:

Assuming further that (i) electronic transitions do not influence
the bath and (ii) that the bath is harmonic, the sameF harmonic
oscillator states|Ve〉 ) |V〉 ) |V1V2 ... VF〉 can be adopted for
each electronic state, giving

whereωm is the harmonic frequency of oscillator m.
For the bath modes, we assume a normalized Ohmic spectral

density

which exhibits a maximum atωm ) ωc. The valueωc ) 650
cm-1 is adapted from ref 26.

Finally, for the couplingĤtor-vib between the torsional mode
and the vibrations, diagonality in the electronic states is assumed
as well:

The coupling in each state between torsion and intramolecular
vibration is taken to be bilinear in the torsional (φ) and
vibrational (qm, m ) 1, ... F) modes:

The frequency- and electronic state-dependent coupling con-
stants are assumed to be of the form

thus emphasizing the preferred coupling of the torsion to low-
frequency scaffold oscillators. In the following, we will setf (0)

) 0, because only the vibrational relaxation in the excited states
is of interest here. The remaining model parameters,f (1) ) 1.03
hc cm-1deg-1, f (2) ) 103hc cm-1deg-1, andω(1) ) 80c cm-1,
ω(2) ) 40c cm-1 are given in ref 26. It has been emphasized in
ref 26 that the coupling strengthf (2) in state S2 is much larger
than f (1) in state S1, but the empirical data allow only a rough
estimate of these parameters. The values adapted from ref 26
will also be used in this paper, but other ones yield similar results
provided thatf (2): f (1) g 10:1.

For thediabatic representation above, the coupling between
various electronic states can be radiative (coupling between|0〉
and|1〉) or nonradiative (coupling between|1〉 and|2〉). It turns
out to be advantageous in several respects to switch to an
adiabiatic representation, in which the “excited block” of the
field-free, nonradiative Hamiltonian,

becomes diagonal, i.e.,

Accordingly, the new adiabatic basis{|ẽk̃〉} is obtained by
numerically diagonalizing the coupled torsional, excited-state
system Hamiltonian

These new excited-state eigenstates{|ẽk̃〉} ≡ {|1̃l̃〉, |2̃m̃〉} are,
due to the “smallness” of the nonradiative coupling operators
Ĥtor

12 andĤtor
21, still very similar to the diabatic basis{|1l〉, |2m〉}

with |1l〉 and |2m〉 being the eigenstates ofĤtor
11 and Ĥtor

22,
respectively; also, the corresponding energy levels Ek̃

ẽ and Ek
e

are similar. In contrast to the diabatic case, however, the electric
field ε(t) now couples the ground-state levels|0k〉, to all theN1

+ N2 ) N1̃ + N2̃ states of the excited-state manifold. In practice,
N0 ) 2, N1 ) 64, N2 ) 36 eigenfunctions have been used as a
basis, and the results are converged with respect to N1 and N2.
The three-state problem with one radiative and one nonradiative
interstate coupling has thus been transformed to an effective
two-state problem wherein ground state levels|0k〉 are radia-
tively coupled only to the excited-state levels|ẽk̃〉. The non-
adiabatic couplings for internal conversion are “hidden” in the
modified excited-state levels, and their modified coupling to
the ground state.

B. Open-System Density Matrix Dynamics.The stationary
absorption spectrum for C9A in the presence of IVR and
adiabatic couplings between the excited bright and dark states
is derived from a time-dependent open-system density matrix
approach. Therefore, a brief review of the open-system density
matrix approach to the dynamics of C9A is in order: more
details can be found in refs 28 and 29. This approach is, in
part, also the basis for the derivation of the fluorescence
excitation spectrum, see below, and also for the fluorescence
lifetimes, see ref 26.

The physical situation we wish to describe below is the
following. A photon impulsively excites the C9A molecule,
which initially is in its electronic ground state and in thermal
equilibrium at (the low) temperatureT, to the excited bright
state|1〉. In the diabatic picture, the nonstationary density then

ĤE ≡ ∑
e)1

2

∑
e′)1

2

Ĥee′|e〉〈e′| (18)

Ĥ̃Ê ) T̂ĤET̂† ) ∑
ẽ)1̃

2̃

Ĥ̃ẽẽ|ẽ〉〈ẽ| (19)

Ĥtor
E :) Ĥtor

11|1〉〈1| + Ĥtor
22|2〉〈2| + (Ĥtor

12|1〉〈2| + hc) (20)

Htor
12 ) Htor

21 ) V12(φ) ) C(exp{-
(φ + φc)

2

2a2 } +

exp{-
(φ - φc)

2

2a2 }) (9)

Ĥvib ) ∑
e)0

2

Ĥvib
ee |e〉〈e| (10)

Ĥvib
ee |Ve〉 ) Ev

e|Ve〉 (11)

Ev
e ) Ev ) ∑

m)1

F

pωm(Vm +
1

2) ) ∑
m)1

F

Evm (12)

F(ωm) ) N‚
ωm

ωc
‚exp{-

ωm

ωc
} (13)

∫0

∞
F(ωm) dωm ) 1 (14)

Ĥtor-vib ) ∑
e)0

2

Ĥtor-vib
ee |e〉〈e| (15)

Ĥtor-vib
ee ) φ∑

m)1

F

fm
(e)qm (16)

fm
(e) ) f (e) exp{-

ωm

ω(e)} (17)
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time-evolves in the excited-state manifold under the influence
of the coupled, torsional, excited-state system Hamiltonian eq
20. In the adiabatic picture in which the nonradiative excited-
state Hamiltonian is diagonal, the impulsive excitation populates
all excited states initially with nonvanishing probability, and
the subsequent time-evolution proceeds under the influence of

In both pictures, the torsional motion of the excited molecule
couples to the intramolecular vibrational environment, leading
to IVR of the torsional states. Because the system bath coupling
Hamiltonian (eq 15) is assumed to be diagonal in the electronic
basis, no environmentally induced electronic relaxation to the
ground state takes place. However, on the experimentally known
time scale24 of τfl ≈ 20 ns, the excited states decay radiatively
to S0 by spontaneous emission (fluorescence).

Apart from the fluorescence decay, the post-excitation
dynamics can be described by an open-system Liouville-von
Neumann (LvN) equation of the form

in the adiabatic picture. Here,F̃ is the system density operator
in the adiabatic basis, andL andLD are the total field-free and
dissipative Liouvillian superoperators, respectively. The latter,
when acting onF̃, describes the time evolution of the density
matrix due to environmentally induced relaxation.

In the following, as in previous work,29 we assume forLDF̃
the (Markovian) Lindblad semigroup form38

which accounts for vibrational energy relaxation and (pure)
vibrational dephasing, respectively.28,39 Here, K̃ ) (ẽ, k̃) is a
combined electronic/torsional index in the adiabatic representa-
tion. Within the adiabatic representation, the operatorsP̂K̃L̃ are
given by

In other words, they are ladder operators that connect levell̃ in
block ẽ′ with level k̃ in block ẽ.

Here,ẽ, ẽ′ ) 1̃, 2̃ only because we have setf(0) ) 0 in eq 17.
The use of the adiabatic basis|ẽk〉 rather than the diabatic one
({|1k〉, |2l〉}) is necessary to provide a well-suited basis for the
first-order perturbative treatment to determine the relaxation rate,
as discussed elsewhere.26,29 The ΓK̃L̃ are the corresponding
relaxation rates, which shall be specified, for the present model,
in the next section.

Equation 22 has been used in ref 29 to elucidate the
dissipative quantum dynamics of C9A. Here we will use it as
a starting point for the calculation of spectra (see sections below,
and the Appendix).

C. IVR Rates. In the present model, finite relaxation rates
ΓK̃L̃ for the transitions from statesL̃ to K̃ * L̃, see eq 23, are a
consequence of the coupling of the torsional mode to the not
explicitly included molecular vibrations: For the IVR within
the adiabatized excited-state manifold, the relevant coupling
Hamiltonian assumes the form

where Ĥtor-vib
ee has been defined in (eq 16). Using first-order

time-dependent perturbation theory and the coupling (eq 25) in
the bilinear form (eq 16) we have derived an expression for the
vibrational transition ratesΓK̃L̃ connecting adiabatic torsional
levels in the excited-state manifold.26 Accordingly, the rate for
an IVR transition from level|L̃〉 ) |ẽl̃〉 to |K̃〉 ) |ẽ′k̃〉 * |L̃〉, at
temperatureT, is given as

Here,

with â ) 1/kBT and kB being Boltzmann’s constant, is the
Boltzmann average of the squared vibrational transition element
for the harmonic bath oscillators, andpωmj ) EK̃ - EL̃ is that
bath vibrational quantum, which has to be absorbed/emitted by
the system from/to the bath, to account for total energy
conservation when the system transition|L̃〉 f |K̃〉 is made.
Microsopic reversibility of these vibrational energy transfer
processes between the system and the bath yields detailed
balance for the rates (eq 26), see ref 26, i.e., a nonequilibrium
system will thermalize with the bath held at temperatureT in
the long-time limit. In the present model, these IVR transition
ratesΓK̃L̃ (K̃ * L̃) will be used for the Lindblad form of the
dissipative time evolution operator eq 23. For the diagonal terms
ΓK̃K̃, we shall define28

D. Calculation of Absorption Spectra. As shown by
Neugebauer et al.,40 the linear absorption coefficientR(ω) for
a system in contact with a bath and an external continuous-
wave (cw) field, can be obtained from a “generalized Heller
formula”41

whereω is the light frequency, andA a constant. Furthermore,
L denotes the total Liouvillian, defined in eq 22,µ̂ is the
transition dipole operator introduced above, andF̂0 is the initial
thermal equilibrium density operator of the system. In the
diabatic basis, only states|0〉 and |1〉 are radiatively coupled,
such that

whereas in the adiabatic basis we have

Treating the two excited states as a single one,|Ẽ〉, we may
write the latter equation as

The initial, thermal equilibrium reduced density operator is

Ĥ̃tor
Ẽ :) Ĥ̃tor

1̃1̃|1̃〉〈1̃| + Ĥ̃tor
2̃2̃|2̃〉〈2̃| ) TĤtor

E T† (21)

L F̂̃ ) ∂

∂t
F̂̃ ) - i

p
[Ĥ̃tor

Ẽ , F̂̃] + LDF̂̃ (22)

LDF̂̃ ) ∑
K̃,L̃)1

N1 + N2

ΓK̃L̃(P̂K̃L̃F̂̃P̂L̃K̃ -
1

2
[P̂L̃L̃,F̂̃]+) (23)

P̂K̃L̃ ) |ẽk̃〉〈ẽ′ l̃ | (24)

Ĥ̃tor-vib
Ẽ ) Ĥ̃tor-vib

1̃1̃ |1̃〉〈1̃| + Ĥ̃tor-vib
2̃2̃ |2̃〉〈2̃| )

T(Htor-vib
11 |1〉〈1| + Htor-vib

22 |2〉〈2|)T† (25)

ΓK̃L̃(T) ) 2π
p

F(ωmj )‚|〈K̃|T̂φ|1〉〈1|T̂†|L̃〉f mj
(1) +

〈K̃|T̂φ|2〉〈2|T̂†|L̃〉f mj
(2)|2‚|qmj |2 (26)

|qmj |2 :) 1
2
[(eâpωmj - 1)-1 + 1] (27)

ΓK̃K̃ ) ∑
L̃*K̃

ΓL̃K̃ (28)

R(ω) ) Aω‚Re∫0

∞
eiωt tr{µ̂eLt[µ̂,F̂0]} dt (29)

µ̂ ) µ̂01|0〉〈1| + hc (30)

µ̂ ) µ̂01̃|0〉〈1̃| + µ̂02̃|0〉〈2̃| + hc (31)

µ̂ ) µ̂0Ẽ|0〉〈Ẽ| + hc (32)
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with Q ) tr{e-âĤtor} being the system partition function. For
all practical purposes, the thermal population of electronic
excited states can be neglected, such that

In other words, only the electronic ground-state torsional levels
are populated with Boltzmann weightspr

0 ) e-â(Er
0-E0

0)/Q.
Note thatQ and, thereforeF̂0, are the same in the adiabatic and
diabatic excited-state bases.

Because, in our model, dissipation is of Lindblad form (eq
23), diagonal and off-diagonal elements of the operatorσ̂0 )
[µ̂, F̂0] evolve uncoupled under the action of the field-free
propagator eLt, and, as shown in the Appendix, eq 29 can then
be evaluated analytically. LetR ) (0, r) and K̃ ) (Ẽ, k̃) be
combined indices for the electronic state and torsional level,
then the analytical expression for the linear absorption coef-
ficient is, when antiresonances are neglected,

Here, the sums∑R and∑K̃ are over all of the N0 levelsR and
the N1 + N2 levels K̃, respectively, and

The absorption spectrum (eq 35) is thus a sum of broadened
Lorentzians. To evaluate the spectrum, we need the Boltzmann
weights of the initial (ground) states, eq 36, the transition dipole
moments, eq 37, the excitation energies, eq 38, and, finally,
the vibrational relaxation rates. If the latter are all zero, eq 35
degenerates to the usual Franck-Condon spectrum of an isolated
system. In general, the line width becomes temperature depend-
ent through the transition ratesΓK̃K̃ equation (eq 27). Another
source of temperature dependence of the absorption spectrum
arises from the Boltzmann weightspR in eq 35.

Equation 35 for the linear absorption coefficientR(ω) can
readily be extended to more general types of relaxation. One
extension is for the case where the excited states|K̃〉 do not
only decay by IVR with rate

but also by radiation, with rate

whereτrad,K̃ is the radiative lifetime of level|K̃〉. The total rate
is then

and the suggested expression for the linear absorption coefficient
R(ω) is, by analogy with eq 35,

This expression will be used for our simulation of the
experimental absorption spectrum, and it will also serve as the
basis for our calculation of the fluorescence excitation spectra.

E. Calculation of Fluorescence Excitation Spectra.For the
fluorescence excitation spectrum, we use a simple two-step-
model: In the first step, the excited state|K̃〉 ) |Ẽ, k̃〉 is
populated by absorption. In the second step,|K̃〉 fluoresces. The
fluorescence excitation intensityIfl (|K̃〉,ω) is, accordingly,
proportional to the populationPabs(|K̃〉,ω) of level |K̃〉 due to
absorption, times the probabilityPfl (|K̃〉) of fluorescence,

The population Pabs(|K̃〉, ω) is, in the weak field limit,
proportional to that contribution to the absorption coefficient
R(ω), which is due to the excitation of state|K̃〉. In the present
model, whereR(ω) is a sum of Lorentzians (eq 42), we have
that

After excitation,|K̃〉 may decay either by IVR with rateΓIVR,K̃,
eq 39, or by radiation with fluorescence decay rateΓrad,K̃, eq
40. Hence the probability of fluorescence decay is, in our model,

Inserting eqs 44 and 45 into eq 43 yields

F. Results.At the given experimental temperatureT ≈ 6 K,
the lowest doublet of torsional stateR) |0,0+〉 andR) |0,0-〉
is populated almost exclusively and with almost equal prob-
ability. The Boltzmann populations of these initial states are
therefore approximately given by

andpR ) 0 for all other states R.
Symmetry selection rules imply that any of the excited

torsional states|K̃〉, which have either+ or - symmetry, can
be excited either fromR ) |0,0+〉 or R ) |0,0-〉. As a
consequence, eqs 42 and 46 for the absorption coefficientR(ω)
and the fluorescence excitation intensityIfl (|K̃〉, ω) simplify,
i.e., the sum over the initial states|R〉 reduces to a single term,
either |0,0+〉 or |0,0-〉.

In the following, we shall consider the special case when the
absorption frequencyω is on resonance for the|0,0+〉 f |K̃〉
or |0,0-〉 f |K̃〉 transitions,

corresponding to the peak intensities of the relevant Lorentzians
in expressions 42 and 46, thus

F̂0 ) e-âĤtor

Q
(33)

F̂0 ) diag{1
Q

,
e-â(E1

0-E0
0)

Q
,
e-â(E2

0-E0
0)

Q
, ...}|0〉〈0| (34)

R(ω) ) Aω ∑
R

∑
K̃

pR‚|µRK̃|2‚
ΓK̃K̃

(ΓK̃K̃)2 + (ω - ωRK̃)
2

(35)

pR ) pr
0 (36)

µRK̃ ) 〈0r|µ̂|Ẽk̃〉 (37)

ωRK̃ ) (Ek̃
Ẽ - Er

0)/p (38)

ΓIVR,K̃ ) ΓK̃K̃ (39)

Γrad,K̃ ) p/τrad,K̃ (40)

ΓK̃ ) ΓIVR,K̃ + Γrad,K̃ (41)

R(ω) ) Aω ∑
R)1

N0

∑
K̃)1

N1 + N2

pR‚|µRK̃|2‚
ΓK̃

(ΓK̃)2 + (ω - ωRK̃)
2

(42)

Ifl(|K̃〉,ω) ∝ Pfl(|K̃〉)‚Pabs(|K̃〉, ω) (43)

Pabs(|K̃〉,ω) ∝ Aω∑
R

pR‚|µRK̃|2‚
ΓK̃

(ΓK̃)2 + (ω - ωRK̃)
2

(44)

Pfl(|K̃〉) )
Γrad,K̃

Γrad,K̃ + ΓIVR,K̃
)

Γrad,K̃

ΓK̃
(45)

Ifl(|K̃〉, ω) ∝ Aω ∑
R

pR‚|µRK̃|2‚
Γrad,K̃

(ΓK̃)2 + (ω - ωRK̃)
2

(46)

p0+
0 ) p0-

0 ≈ 1/2 (47)

ω ) ωK̃0( (48)
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for absorption, and

for the fluorescence excitation intensity. These results for the
peak intensities in the low-temperature limit may be interpreted
as follows: The absorption coefficient at the resonance fre-
quency is proportional to theK̃, 0( dipole transition element
squared; in the present approximation this is assumed to be
proportional to the Franck-Condon coefficient squared,

Moreover,R(ωK̃0() is also reciprocal to the total relaxation rate
ΓK̃.

The fluorescence emission intensities have the same propor-
tionalites to|µK̃0(|2 and 1/ΓK̃, but in addition there is another
factor Γrad,K̃/ΓK̃, in comparison withR(ωK̃0().

In the following, we shall adapt the experimental result, i.e.,
the radiative lifetimesτrad,K̃ are nearly constant,τrad,K̃ ) τrad ≈
20 ns. Thus

As a consequence the ratios of

and

are both proportional toΓK̃.
The theoretical results (eqs 49-54) are illustrated in Figure

6. The top panel shows the Franck-Condon spectrum (eq 51);
this is the hypothetical absorption spectrum of C9A which
should be observed in the limiting case of zero couplings
between the torsion and the other vibrations of C9A. Essentially,
one should observe a spectrum with contributions from ap-
proximately 25 doublets of diabatic torsional states|1k+〉 and
|1k-〉, from k ≈ 0 to k ≈ 25. The individual components of
these doublets cannot be resolved with the available experi-
mental resolution, due to their near degeneracies. The overall
spectrum should have a pronounced peak neark ≈ 15. This
hypothetical case should serve as a reference, which is clearly
different from the experimental absorption spectrum shown in
Figure 5. In contrast with the top panel, the middle panel of
Figure 6 shows the absorption spectrum according to the present
model, eq 49. The comparison with the top panel shows two
effects: (i) an overall shift of the Franck-Condon spectrum
toward lower values ofk and (ii) a depletion of the peak
intensities close to the center of the absorption spectrum so that
it appears to have (approximately) a rather broad plateau,
extending from ca.k ) 8 to k ) 17, with small peaks close to
k ) 10 andk ) 15. Comparison of eqs 49 and 51 shows that
both effects (i) and (ii) are a consequence of the ratesΓK̃ (41),
see also eq 54. Indeed, in ref 26 it was shown that, in general,
the ΓK̃ increase with torsional quantum numbers, due to the

increasing rates of IVR. This causes the first effect (i). Moreover,
it was shown in ref 26 that theΓK̃ show an extraordinary increase
close tok ≈ 12, i.e., close to the crossing of the potential energy
curves V1 and V2 of the diabatic bright and dark states (Figure
2). This crossing causes a rather strong coupling of S2 and S1

close tok ≈ 12, and, as a consequence, a rather strong impact
of the IVR in S2. The net effect is, therefore, a substantial
depletion of the absorption spectrum close to its center, as shown
in the middle panel of Figure 6.

Finally, the fluorescense excitation spectrum according to eq
50 is shown in the bottom panel of Figure 6. Comparison with
the absorption spectrum shows the same effects (i) and (ii) as
observed for the comparison of the absorption spectrum and
the Franck-Condon spectrum, i.e., (i) an additional shift of the
overall spectra toward lower values ofk and (ii) an even deeper

R(ωK̃0() ) 0.5A‚ωK̃0(|µK̃0(|2 1
ΓK̃

(49)

Ifl(K̃, ωK̃0() ∝ 0.5A‚ωK̃0(|µK̃0(|2 1
ΓK̃

‚
Γrad,K̃

ΓK̃
(50)

|µK̃0(|2 ∝ |〈K̃|0(〉|2 (51)

Γfl,K̃ ≈ 1
τrad

) const (52)

R(ωK̃0()

Ifl(K̃, ωfl)
∝ ΓK̃ (53)

|µK̃0(|2
R(ωK̃0()

∝ ΓK̃ (54)

Figure 6. Simulated Franck-Condon (top panel), absorption (middle
panel) and fluorescence excitation (bottom panel) spectra of C9A,
calculated within our model, eqs 49-51 (see text). Transitions between
levels with+ and- symmetries are indicated by+ and x, respectively.
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‘dip’ in the spectrum close tok ≈ 12, now causing an apparent
double peak structure of the fluorescence excitation spectrum,
with larger and smaller maxima close tok ) 9 andk ) 16,
respectively. From eqs 53 and 54, it is obvious that it is again
the behavior ofΓK̃ that causes those effects, as discussed above.

The main trends of the theoretical spectra 6, i.e., a depletion
of the intensities of the absorption spectra close to 26340 cm-1,
and an even stronger depletion of the fluorescence excitation
spectrum agree, with the experimental trends (Figure 5), see
also Figure 7. This confirms the simple model of ref 26
including an important detail, i.e., the much more rapid IVR in
S2 than in S1. This result points to a much stronger coupling of
the torsion to all other vibrations in S2 than in S1, and this in
turn points to a different electronic structure of S2 and S1. This
conjecture should be verified by a quantum chemical calculation.

IV. Quantum Chemical Calculations of the Adiabiatic
Electronic States

A. Computational Details.All Hartree-Fock-SCF (HF) and
DFT calculations have been performed with the TURBOMOLE
suite of programs.42,43Valence double-ú Gaussian AO basis sets
augmented with polarization functions on non-hydrogen atoms
(VDZP, [3s2p1d]/[2s]44) are used. Becke’s hybrid exchange-
correlation functional BHLYP45 is employed in the DFT
calculations. The geometries of C9A are taken from HF-SCF
optimizations of the ground state using the VDZP AO basis.
The torsional angleθ between the two aromatic units is taken
as a reaction coordinate while optimizing all other geometric
variables with the restriction ofC2 symmetry. All CI calculations

are performed with an approximate resolution of the identity
(RI) for the two-electron integrals.46 The auxiliary basis sets
used are taken from the TURBOMOLE library.47 According to
prior experience, the errors introduced by the RI method are
less than 0.01 eV for the excitation energies and also the
calculated properties are influenced very little. The DFT/MRCI
calculations are performed as described in detail in ref 30. With
an energy cutoff value of 0.9Eh, about 1-1.5 × 105 configu-
ration state functions (CSF) are selected for the three lowest
states ofA symmetry. The number of reference configurations
varies between five and eight. The oscillator strengths (f) are
calculated in the dipole-lengths form. The dipole moments are
obtained as expectation values of the CI wave functions.

B. Results and Discussion.The optimized geometry of C9A
in the ground state (S0) at HF-SCF and DFT levels hasC2V
symmetry with a perpendicular configuration of the two aromatic
units, corresponding toθ ) 90°. The potential energy curve
for the S0 state is extremely flat (see Figure 8), in agreement
with the experimental results. The double-minimum shape of
the potential, however, could not be corroborated by the
calculations. The tiny barrier of 17 cm-1 may result from a
detailed balance between steric repulsion of the hydrogen atoms
and dispersive interactions between the rings, which is out of
the accuracy of current quantum chemical calculations for such
a large molecule.

Before we discuss the properties of the excited states of C9A
in detail, a qualitative discussion of the electronic structure
seems appropriate here. Therefore, we plot the frontier molecular
orbitals (MO) of C9A, which are most important in the CI wave
functions of the excited states in Figure 9, for two twist angles.

At θ ) 90°, the MOs are strictly localized on the two aromatic
subunits. The HOMO and LUMO correspond to the highestπ
and lowestπ* orbitals of anthracene, whereas the HOMO-1 is
very similar to the HOMO of carbazole. In a simple one-electron
picture, we expect two low-lying excited states: the first
originates from the HOMOfLUMO single excitation (21b1 f
22b1, see Figure 9) and is ofA1 symmetry in C2V (La of
anthracene using Platt’s nomenclature48). The second is of
charge-transfer (CT) type described by an excitation 22b2 f
22b1 (carbazolefanthracene) withA2 symmetry. Atθ ) 90 (
20 degrees, the symmetry is lower (C2) and the HOMO and
HOMO-1 mix strongly with each other. The HOMO-1 and
HOMO then correspond to the bonding and antibonding linear-
combinations of the anthracene and carbazole fragment MOs.
It seems quite clear that forθ * 90°, strong mixing of the former
A1 andA2 states occurs so that the simple one-electron picture
breaks down and only a CI calculation can provide accurate
excited-state properties.

The potential energy curves along the twisting coordinate at
the DFT/MRCI level are shown in Figure 8. Relative energies,
dipole moments (µ), and oscillator strengths (f) are given in
Table 2.

The S1 state shows a symmetric double-minimum potential
that is disturbed nearθ ) 90° due to the interaction with the
CT state. The two minima are located at(25°, which is in good
agreement with the value of(26° deduced from experiment.
Except nearθ ) 90 degrees, this 2A1 state has little charge-
transfer character. The dipole moment is 4.3 Debye at the
minimum and decreases slightly to 1.5 D atθ ) 90 ( 2.5°.
The oscillator strength for the S0 f S1 transition is quite large,
with small variations between 0.16 and 0.22. The second excited
state 31A is clearly of CT character. The dipole moment reaches
values as large as 13.5 D, and the oscillator strength is<0.06.
As expected, this state has a deep minimum at the perpendicular

Figure 7. Comparison of selected bands (the same ones as in Figure
5) of the experimental (top panel) and simulated (bottom panel)
absorption spectra. The transitions shown here correspond to the
transitions given in Table 1.
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twist angle ofθ ) 90 degrees where the charge separation can
be maximal. In a diabatic picture, theLa and CT states cross
nearθ ) 90 degrees. At this point, the CT state is even lower
in energy than theLa state, which is clearly reflected by the
drastic changes of the dipole moment and oscillator strengths.
The crossing is, however, only weakly avoided due to the small
electronic Hamiltonian matrix element between the singly
excitedLa and CT configurations (〈La|Ĥel|CT〉 ) 504 cm-1 at
θ ) 90 ( 2.5°). These findings are in qualitative agreement
with the experimental observations and definitely assign the dark
state S2(SX) to the CT state and confirm its energetic minimum
for perpendicular twist angles,θ ) 90 degrees. The energtic
position of the two potential energy curves with respect to each
other is, however, in error by about 1000 cm-1 (0.12 eV, the
CT state is calculated too high in energy), which is the typical
error of the DFT/MRCI treatment for a molecule such as C9A
with two states of totally different character. The error for the
absolute excitation energy to theLa state is about 2100 cm-1

(0.25 eV).

V. Conclusions

In this paper, experimental absorption and fluorescence
excitation spectra of C9A in a supersonic jet expansion have
been quantified and compared. At a certain excess energy, both
types of spectra show irregularities, which can be modeled
quantum chemically and quantum dynamically by a crossing
of two excited states S1 and S2. These calculations are consistent
with a lower lying S1 state of locally excited character and small
dipole moment, exhibiting a double minimum for the torsional
coordinate. It is very weakly coupled to the background states.
The S2 state is of charge-transfer nature. It possesses an energetic
minimum for perpendicular geometries, and its coupling is much
larger leading to significant dissipation. The different behavior
of S1 and S2 is consistent with the model of twisted intramo-
lecular charge transfer (TICT) states and confirms the validity
of the minimum overlap rule, even in this specific case of a
large biaromatic system.
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Appendix

In this appendix, the analytical expression (eq 35) for the
linear absorption coefficientR(ω) is derived. To simplify the
notation, the distinction between diabatic and adiabatic bases
is not made, and a general system with system HamiltonianĤ
() Ĥtor in this paper) is considered, which supports two

radiatively coupled, orthogonal electronic states. These system
states are|g〉, the ground electronic state which supports
(torsional: in general, internal nonelectronic) levels|r〉, |s〉,
..., whereas the electronically excited state|e〉 supports levels
|k〉,|l〉, ...:

Our starting point for deriving eq 35 is the generalized Heller
formula (eq 29). With the dipole operator given by

and the initial, equilibrium density operator in excellent ap-
proximation given as

(whereF̂0
gg ) e-âĤgg/trg{e-âĤgg}), one has

The operatorσ̂(t) ) eL ∪tσ̂ evolves in time, with the initial
condition (eq A5) according to

where (in the field-free case) for the Hamiltonian evolution,

Electronic matrix elements of the Hamiltonian part are (i, j )
g, e)

The dissipative term can generally be written as

In the present case, dissipation is chosen to be of Lindblad38

form (eq 23). Then

where theĈi are Lindblad operators. According to the dissipation
model for C9A introduced above, torsional dissipation takes
place only in the excited state, and no electronic dissipation is
accounted for. Hence,Ĉg ) 0̂ for the electronic ground state,
and for the excited state, we have, in accord with eq 23

whereΓkl
ee is the rate for the transition from level|l〉 in state|e〉,

to |k〉 in the same state.
Electronic matrix elements of the dissipative part of the time

evolution of σ̂ are then

TABLE 2: Results of DFT/MRCI Calculations for the
Lowest Excited Adiabatic Singlet States of C9Aa

11A (S0) 21A (S1) 31A (S2)

θ E µ E µ f E µ f

90 0.0 1.91 28465.6 13.95 0.0 28816.4 2.05 0.208
87.5 7.9 1.90 28680.7 1.53 0.205 28990.8 13.51 0.005
85 47.8 1.89 28600.2 1.41 0.173 29221.7 10.54 0.038
80 114.3 1.87 28371.0 3.53 0.156 29590.7 8.32 0.057
70 344.8 1.77 28013.7 4.30 0.168 30366.7 7.28 0.054
65 551.8 1.70 27996.8 4.33 0.180 30882.3 7.02 0.049
60 917.9 1.61 28174.8 4.28 0.194 31583.1 6.86 0.043
50 2650.0 1.41 29191.0 3.97 0.222 33515.6 6.55 0.028

a EnergiesE (relative to the 11A state atθ ) 90 degree) are given in
hc cm-1, dipole momentsµ in Debye.

Ĥgg|gr〉 ) Er
g|gr〉 (A1)

Ĥee|ek〉 ) Ek
e|ek〉 (A2)

µ̂ ) µ̂eg|e〉〈g| + hc (A3)

F̂0 ) F̂0
gg|g〉〈g| (A4)

σ̂0 ≡ [µ̂,F̂0] ) µ̂egF̂0
gg|e〉〈g| - F̂0

ggµ̂ge|g〉〈e| (A5)

∂σ̂
∂t

) (LH + LD)σ̂ (A6)

LHσ̂ ≡ - i
p
[Ĥ,σ̂] ) - i

p
[Ĥgg|g〉〈g| + Ĥee|e〉〈e|,σ̂]

(A7)

∂σ̂H
ij

∂t
≡ 〈i|LHσ̂|j〉 ) - i

p
(Ĥiiσ̂ij - σ̂ijĤjj) (A8)

LDσ̂ ) ∑
i)g,e

∑
j)g,e

|i〉λ̂ij〈j| (A9)

λ̂ij ) Ĉi σ̂ij Ĉj† - 1
2
Ĉi† Ĉi σ̂ij - 1

2
σ̂ij Ĉj† Ĉj (A10)

Ĉe ) ∑
k)1

Ne

∑
l)1

Ne xΓkl
ee|k〉〈l| (A11)
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Before solving eqs A6-A15, it is first helpful to recall that
for the absorption spectrum, according to eq 29, we have to
evaluate the trace

and Fourier transform it. Note that in eq A16, only the off-
diagonal blocks ofσ̂(t) show up. Because in the present case
(field-free Hamiltonian, Lindblad dissipation) the electronic
blocks ofσ̂(t) remain uncoupled, it is possible to consider only
the off-diagonal blocks and to evaluate eq A16 analytically.28

To evaluate the individual traces in eq A16, we express all
operators in a torsional state basis. LetNg be the number of
torsional eigenstates of the ground-state HamiltonianĤgg, which
we use in a finite expansion, andNe the analogous number of
excited-state basis functions. Then,

where we used the notation

for example. Now, the time evolution of the matrix elements

in the off-diagonal blockσ̂eg of σ̂ is given by

with

where eqs A7 and A14 have been used. Using eq A22, we
obtain,

and

(with akr
eg ≡ -i/p[Ek

e - Er
g] - 1/2∑l)1

Ne Γlk
ee). The last equation is

solved by

Because

where

is the Boltzmann weight of levelr in the ground state at
temperatureT ) 1/(kBâ) (Q is again the torsional partition
function), we have

Figure 8. Potential energy curves (DFT/MRCI(VDZP)) for the three lowest singlet states of C9A, with avoided crossing of the CT and the DE
state in the neighborhood of 90°.

∂σ̂D
gg

∂t
≡ 〈g|LDσ̂|g〉 ) 0 (A12)

∂σ̂D
ge

∂t
≡ 〈g|LDσ̂|e〉 ) - 1

2
σ̂ge Ĉe† Ĉe (A13)

∂σ̂D
eg

∂t
≡ 〈e|LDσ̂|g〉 ) - 1

2
Ĉe† Ĉe σ̂eg (A14)

∂σ̂D
ee

∂t
≡ 〈e|LDσ̂|e〉 ) Ĉe σ̂eeĈe† - 1

2
Ĉe† Ĉe σ̂ee- 1

2
σ̂eeĈe† Ĉe

(A15)

tr{µ̂ σ̂(t)} ) trg{µ̂ge σ̂eg(t)} + tre{µ̂eg σ̂ge(t)} (A16)

trg{µ̂ge σ̂eg(t)} ) ∑
r)1

Ng

〈r|µ̂ge σ̂eg(t)|r〉 ) ∑
r)1

Ng

∑
k)1

Ne

µrk
ge σkr

eg(t) (A17)

tre{µ̂eg σ̂ge(t)} ) ∑
k)1

Ne

〈k|µ̂eg σ̂ge(t)|k〉 ) ∑
r)1

Ng

∑
k)1

Ne

µkr
eg σrk

ge(t) (A18)

Ork
ge ≡ 〈r|Ôge|k〉 ) 〈gr|Ô|ek) (A19)

∂σkr
eg

∂t
)

∂σH,kr
eg

∂t
+

∂σD,kr
eg

∂t
(A20)

∂σH,kr
eg

∂t
) - i

p
σkr

eg[Ek
e - Er

g] (A21)

∂σD,kr
eg

∂t
) - 1

2
〈k|σ̂eg Ĉe† Ĉe|r〉 (A22)

∂σD,kr
eg

∂t
) -

1

2
σkr

eg∑
l)1

Ne

Γlk
ee (A23)

∂σkr
eg

∂t
) σkr

eg‚ark
eg (A24)

σkr
eg(t) ) σ0,kr

eg ‚exp{akr
eg t} (A25)

σ0,kr
eg ) µkr

ge pr
g (A26)

pr
g ) e-â(Er

g-E0
g)/Q (A27)
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An analogous derivation for the off-diagonal blockσ̂ge of σ̂
yields

(akr
eg* being the complex conjugate ofakr

eg), and the total trace in
eq A16 becomes

Finally, by using/defining28 Ek
e - Er

g/p ) ωkr
eg andΓkk

ee) ∑l*kΓlk
ee

one gets

The integral can be done analytically;28 when in the result
antiresonances are neglected, the absorption coefficient becomes

Equation A32 is precisely the desired result (eq 35) when
the appropriate adjustments for indices are made.
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